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Last recitation: More on transformers 
& Hugging Face 🤗



Recurrent Neural Network (RNN) 
(Elman, 1990) 



The Full Transformer Neural Net

Vaswani et al. “Attention is All You Need”. NeurIPS 2017.

Encoder

Decoder



The Full Transformer Neural Net

Vaswani et al. “Attention is All You Need”. NeurIPS 2017.

Encoder

DecoderThe original full transformer was used 
for translating between languages

Encoder sees input text (e.g., English) Decoder produces text 
in another language 

(e.g., French)



There are a few implementation details 
that I won’t go over in lecture

Basically, it turns out that when neural nets get very deep, 
training can be more difficult without some now-standard tricks 

(these tricks work with many neural net architectures, not just GPTs)

• LayerNorm 
• Residual connections 
• Dropout

You’re not expected to 
know these technical details

Also, there are some standard strategies for initializing GPT training

(Flashback)



Decoder-Only Transformer

Vaswani et al. “Attention is All You Need”. NeurIPS 2017.

Decoder

The feed forward network used 
is just an MLP

“Norm” refers to LayerNorm

“Masked” just is a reference to the 
causal dependency enforced 

(current time step’s output cannot 
depend on future time step’s inputs)



Decoder-Only Transformer

Vaswani et al. “Attention is All You Need”. NeurIPS 2017.

Decoder

“Pre-norm” 
version 

that’s now 
standard

The feed forward network used 
is just an MLP

“Norm” refers to LayerNorm

“Masked” just is a reference to the 
causal dependency enforced 

(current time step’s output cannot 
depend on future time step’s inputs)



Encoder

Decoder

Encoder-Only Transformer



BERT (2018)

no causal dependence

The prediction at any time 
step depends on the 
input at all time steps

A transformer layer like 
this without a causal 

constraint is sometimes 
called an "encoder-only" 

transformer layer

This lack of causal 
dependence is also 

sometimes referred to as 
"bidirectional"

BERT is short for 
Bidirectional Encoder 
Representations from 

Transformers
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BERT (2018)
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[SEP]

BERT actually adds an initial "[CLS]" 
token and an ending "[SEP]" token 

(these are called special tokens)

C
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linear layer (2 output nodes), 
softmax activation

label 0: negative sentiment 
label 1: positive sentiment

The word embedding for [CLS] is 
symbol for classification output. 

[SEP] is the symbol to separate 
non-consecutive token sequences



BERT (2018)
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[SEP]

The word embedding for [CLS] is 
symbol for classification output. 

[SEP] is the symbol to separate 
non-consecutive token sequences
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linear layer (2 output nodes), 
softmax activation

label 0: negative sentiment 
label 1: positive sentiment

En
co

d
er

-o
nl

y 
Tr

an
sf

o
rm

er

BERT actually adds an initial "[CLS]" 
token and an ending "[SEP]" token 

(these are called special tokens)



Sentiment Analysis: Transformer Fine-tuning 
Without Using an RNN

Demo



More on Hugging Face 🤗

Demo (uses an airline tweets dataset from Kaggle): 

• How to load in a pre-trained Hugging Face sentiment analysis model 
and use it (without re-training nor fine-tuning) 

• How to use Hugging Face's pipelines functionality 

• Topic modeling using a BERT-based topic model (BERTopic)


